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Agenda
• Big Data 

• HDFS - Map Reduce 

• Pig + Oefening 

• Lunch 

• Python intro notebook 

• Spark intro + oefening 

• Spark log analyse oefening

We zullen 
regelmatig 
pauzeren. 

Stel vooral vragen!



What?

We provide large scale 
compute and data services  
for academic and research 
institutes 



Who?



Grid Cloud Hadoop

Cartesius Lisa Visualisation

Data Services



Henri Bal - VU Amsterdam

Gebrekkige kennis van parallel programmeren zorgt ervoor 
dat straks slechts één duizendste van de capaciteit van 
computers wordt gebruikt. Hierdoor zijn berekeningen 
onnodig langzaam en onnauwkeurig. Dat vertraagt de 
ontwikkeling van de Nederlandse kenniseconomie.



197 machines – 
  64 GB RAM – total 10TB RAM

1576 parallel jobs

4 x 2.4 TB Disk – in total 2.3 PB

Hortonworks HDP 2.2 (Hadoop 2.6)
Kerberos authentication

YARN for Apache Spark, Storm, Pig, 
Hive, HBase and many more

Hadoop cluster





Big Data toolbox

Hadoop as Big Data’s 

Swiss Army Knife

Batch (MR, Pig) 
Streaming (Storm, Spark) 
In memory (Spark, Tez) 
SQL (Hive 
Database (HBase)



Large Hadron Collider



Big Data 
 

There is a need for systems that  
can work with different kinds of  

data formats and sources  
without requiring strict schema 

definitions up front,  
do it at scale  

and cost-effective.  
 



This presentation: 
Technology perspective

• Big Data is about scalability 

• Doing things big, really big changes business, analytics, and 
technology 

• Big Data technology is very much a programmers or hackers (in 
the good sense) world.  

• The technology is rapidly changing and to wait for 'mature' 
products could mean missing out 

• Understanding the fundamentals of the technology helps to 
understand opportunities for Big Data applications and use cases. 



'Big Data' in practice often 
means small datasets in 
relational databases on laptops 
or traditional clusters 

Scalability is often ignored 

Knowledge of  scalable 
solutions is scarce - also 
among data scientists

Doing Big Data science

Janet Echelman



Traditional models for HPC are 
difficult 

Big Data programming models 
are much easier 

Big Data technology often 
isolates complexity 

Making use of scale



Volume 
 

The volume of the 
data is  

too large for  
traditional 
databases  

to cope with 



 
data lacks structure for storage and  

analysis in traditional systems

Variety



 
the data is being produced at a rate which 

is beyond the limits of traditional systems

Velocity



Real Time

Real time: what’s happening now? 

Collect and process as fast as possible 

Compare to batch processing



So what’s new

• Scaling is difficult - we want it to be easy 
and scale massively (if needed) 

• Traditional databases want us to define 
schema’s and structure data BEFORE we 
store it - we want to store first and worry 
about schema’s later 

• We want it cheap
19



No aselect samples but all (or almost 

 all) data 

Not only accurate but sloppy data – accept 
inaccuracy 

Not causal models but rather correlations

Three key aspects









Banko & Brill 2001



Google translate





Google flu











http://www.wired.com/insights/2014/03/big-data-lessons-netflix/





Immutability and data

The data lake 

Never (no never) delete anything 



Data lake

Taken from Martin Fowlers website

Hadoop is not a data warehouse 

or a database



Data lake

http://www.pwc.com/


